
A Brief Introduction to Deep Learning
Lat in  Amer i can  Reg iona l  Workshop on  Sc iT inyML:

Sc ient i f i c  Use  o f  Mach ine  Learn ing  on  Low-Power  Dev ices
Ju ly  11 th,  2022

●edu



Outline

• AI vs ML vs DL
• The Machine Learning Paradigm
• Finding the Best Solution and Fitting a 

Model
• Regression and Classification with NN
• ML Issues



AI vs. ML vs. DL

https://docs.microsoft.com/en-us/azure/machine-learning/concept-deep-learning-vs-machine-learning

https://docs.microsoft.com/en-us/azure/machine-learning/concept-deep-learning-vs-machine-learning


General Steps for Machine Learning

On a high level, the craft of creating machine learning (ML) processes 
is comprised of several steps:

https://microsoft.github.io/ML-For-Beginners/#/1-Introduction/4-techniques-of-ML/README?id=techniques-of-machine-learning

Decide on the Question

Collect and Prepare Data

Choose a Training Method

Train the Model

Evaluate the Model

Parameter Tuning

Predict

https://microsoft.github.io/ML-For-Beginners/


We will run through this long process

This is a first encounter with ML, but many things 
will be left to be experimented or developed.



The Machine 
Learning 
Paradigm



Explicit Coding

• Defining rules that determine 
behavior of a program

• Everything is pre-calculated 
and pre-determined by the 
programmer

• Scenarios are limited by 
program complexity



The Traditional Programming Paradigm

Traditional Programming

Rules

Data
Answers



Consider Activity Detection

Way too 
complex 
to code!



The Traditional Programming Paradigm

Traditional Programming

Rules

Data
Answers



The Machine Learning Paradigm

Machine Learning

Answers

Data
Rules



Activity Detection with Machine Learning



The Machine Learning Paradigm



Two Approaches

Machine Learning

Supervised

Regressions

Linear, logistic...

Classification

Neural 
Networks, …

Unsupervised

Clustering

K-Means, …

Association
Dimensionality 

Reduction



The Machine Learning Paradigm

Make a Guess! Measure your 
accuracy

Optimize your 
Guess

Repeat



The Machine Learning Paradigm

Machine Learning

Labels

Data
Rules



The Machine Learning Paradigm

Machine Learning

Labels

Data
Rules

Model
Data Inferences



How good is your model?
a way to measure your accuracy



X = { -1, 0, 1, 2, 3, 4 }

Matching X to Y

Y = { -3, -1, 1, 3, 5, 7 }



X = { -1, 0, 1, 2, 3, 4 }

My Y = { -4, -1, 2, 5, 8, 11 }

Y = 3X - 1

Make a guess!



X = { -1, 0, 1, 2, 3, 4 }
My Y = { -4, -1, 2, 5, 8, 11 }
Real Y = { -3, -1, 1, 3, 5, 7 }

How good is the guess?

Y = 3X - 1



Let’s measure it!



Let’s measure it!
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Let’s measure it!
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Houston, we have a 
problem!
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What if we square2

them?



sqrt(1 + 1 + 4 + 9 + 16)

= sqrt(31)
= 5.57

Total that (∑) and take 
the square root √



X = { -1, 0, 1, 2, 3, 4 }

My Y = { -4, -2, 0, 2, 4, 6 }

Real Y = {-3, -1, 1, 3, 5, 7}

Diff2 = {1, 1, 1, 1, 1}

Make another guess!

Y = 2X - 2



sqrt(1 + 1 + 1 + 1 + 1)

= sqrt(5)
= 2.23

Get the same 
difference, repeat the 
same process.



X = { -1, 0, 1, 2, 3, 4 }

My Y = { -3, -1, 1, 3, 5, 7 }

Real Y = {-3, -1, 1, 3, 5, 7}

Diff2 = {0, 0, 0, 0, 0}

Make another guess!

Y = 2X - 1



Root-mean-square 
deviation



Finding out the best solution
Trial and error approach



Loss 
Function

Parameter



Minimum of 
Loss Function

Loss 
Function



Loss 
Function



Gradient of 
value

Loss 
Function



Move in Direction of Gradient
Learning Rate is size of the step to take

Loss 
Function



End up here

Loss 
Function



Get the 
gradient

Loss 
Function



Move in Direction of Gradient

Loss 
Function



End Up here

Loss 
Function



Loss 
Function
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Function
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Function
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Function



Move in Direction of Gradient

Loss 
Function



Move in Direction of Gradient
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Function



Move in Direction of Gradient

Loss 
Function



Move in Direction of Gradient

Loss 
Function



Move in Direction of Gradient

Loss 
Function



Gradient Descent for Two Parameters

A single minima
Global minima



Gradient Descent for Two Parameters



Artificial 
Neural 
Networks



A neuron

y = f(x) = wx+b

X Y

a neuron’s output is a function of its inputs (in this case only one)

There are only two parameters to adjust:
The weight for each input and a bias

First scenario: a regression



Linear Regression with a Single Neuron
colab.research.google.com
Regression.ipynb

1 layer, 1 neuron

Stochastic gradient descent

Inputs and outputs (labels)

Train the model



Linear Regression with a Single Neuron
colab.research.google.com
Regression.ipynb



Linear Regression with a Single Neuron
colab.research.google.com

Y = 2X - 1 Y = 1.9975X – 0.9922
Not perfect, 

but good enough for most cases!

Regression.ipynb



y = f(x) = wx+b

X Y

y = 1.9975x – 0.9922



Now, 
Classification



X Y
What about more than one input?



Y

X1

X2

scale the inputs



X1

Y

X2

weigh the inputs

More inputs?



one neuron activates for cats

the other activates for dogs
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[ 1, 0 ]

[ 0, 1 ]

Data Label

We can extend this example to other domains



[ 1, 0, 0, 0, 0, 0, 0, 0, 0, 0 ]0
1
2
3
4
5
6
7
8
9

[ 0, 1, 0, 0, 0, 0, 0, 0, 0, 0 ]

[ 0, 0, 1, 0, 0, 0, 0, 0, 0, 0 ]

[ 0, 0, 0, 1, 0, 0, 0, 0, 0, 0 ]

[ 0, 0, 0, 0, 1, 0, 0, 0, 0, 0 ]

[ 0, 0, 0, 0, 0, 1, 0, 0, 0, 0 ]

[ 0, 0, 0, 0, 0, 0, 1, 0, 0, 0 ]

[ 0, 0, 0, 0, 0, 0, 0, 1, 0, 0 ]

[ 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 ]

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 ]

The MNIST database (Modified 
National Institute of Standards and 
Technology database) is a large 
database of handwritten digits that 
is commonly used for training
various image processing systems.



[ 1, 0, 0, 0, 0, 0, 0, 0, 0, 0 ]0
1
2
3
4
5
6
7
8
9

[ 0, 1, 0, 0, 0, 0, 0, 0, 0, 0 ]

[ 0, 0, 1, 0, 0, 0, 0, 0, 0, 0 ]

[ 0, 0, 0, 1, 0, 0, 0, 0, 0, 0 ]

[ 0, 0, 0, 0, 1, 0, 0, 0, 0, 0 ]

[ 0, 0, 0, 0, 0, 1, 0, 0, 0, 0 ]

[ 0, 0, 0, 0, 0, 0, 1, 0, 0, 0 ]

[ 0, 0, 0, 0, 0, 0, 0, 1, 0, 0 ]

[ 0, 0, 0, 0, 0, 0, 0, 0, 1, 0 ]

[ 0, 0, 0, 0, 0, 0, 0, 0, 0, 1 ]

60,000 Labelled Training Examples
10.000 Labelled Validation Examples
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a NN to classify the MNIST DB
colab.research.google.com
MNIST_NN.ipynb



a NN to classify the MNIST DB
colab.research.google.com
MNIST_NN.ipynb



a NN to classify the MNIST DB
colab.research.google.com
MNIST_NN.ipynb















A very nice introduction to NN

• 3Blue1Brown playlist on Neural Networks
• But what is a neural network?

• Chapter 1 – Deep learning
• https://youtu.be/aircAruvnKk

• Gradient descent, how neural networks learn
• Chapter 2 – Deep learning
• https://youtu.be/IHZwWFHWa-w

• What is backpropagation really doing? 
• Chapter 3 – Deep learning
• https://youtu.be/Ilg3gGewQ5U

• (Optional) Backpropagation calculus
• Chapter 4 – Deep learning
• https://youtu.be/tIeHLnjs5U8

https://youtu.be/aircAruvnKk
https://youtu.be/IHZwWFHWa-w
https://youtu.be/Ilg3gGewQ5U
https://youtu.be/tIeHLnjs5U8


and some 
issues?



Data

The network ‘sees’ everything. 
Has no context for measuring 
how well it does with data it 
has never previously been 
exposed to.



Data Validation Data

The network ‘sees’ a subset of 
your data. You can use the rest 
to measure its performance 
against previously unseen 
data.



Data Validation Data Test Data

The network ‘sees’ a subset of 
your data. You can use an 
unseen subset to measure its 
accuracy while training 
(validation), and then another 
subset to measure its accuracy 
after it’s finished training (test).



Data Test Data

Accuracy: 
0.999

Accuracy: 
0.920

Accuracy: 
0.800

Validation Data



Accuracy: 
0.800

Data Test Data

Accuracy: 
0.999

Accuracy: 
0.920

Validation Data



Accuracy: 
0.942

Accuracy: 
0.930

Accuracy: 
0.925

Data Test DataValidation Data



Correct vs. Overfit Model

Model fitting refers to the accuracy of the 
model's underlying function as it attempts 
to analyze data with which it is not 
familiar.

Underfitting and overfitting are common 
problems that degrade the quality of the 
model, as the model fits either not well 
enough or too well. 

https://microsoft.github.io/ML-For-Beginners/#/1-Introduction/4-techniques-of-ML/README?id=techniques-of-machine-learning

https://microsoft.github.io/ML-For-Beginners/


Prevent Overfitting and Imbalanced Data

https://docs.microsoft.com/en-us/azure/machine-learning/concept-manage-ml-pitfalls

Model Train Accuracy Test Accuracy

A 99,9% 95%
B 87% 87%
C 99,9% 45%

Test accuracy should be lower than train 
accuracy, but how much less accurate?

Model A is better than model B because it 
has a higher test accuracy, regardless its 
difference with the train accuracy.

Model C is a clear case of overfitting as the 
train accuracy is very high but the test 
accuracy isn’t anywhere near as high.

This distinction is subjective, but comes from knowledge of your 
problem and data, and what magnitudes of error are acceptable.

https://docs.microsoft.com/en-us/azure/machine-learning/concept-manage-ml-pitfalls
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Prof. Diego Méndez Chaves, Ph.D
Associate Professor - Electronics Engineering Department
Director of the Master Program in Internet of Things
Director of the Master Program in Electronics Engineering
email: diego-mendez@javeriana.edu.co
Website: www.javeriana.edu.co/blogs/diego-mendez/


