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Quick Disclaimer: 
Today will be both too fast 

 and too slow!
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Quick Disclaimer: 
Today will be both too fast 

 and too slow!

Use of Embedded 
Hardware
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We will explore the 
science behind KWS and 
collect data and train our 
own custom model to 
recognize “yes” vs. “no” 
using Edge Impulse

By the end of today: 
Hands-on Keyword 
Spotting
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Deep ML Background

Hands-on Computer Vision: Thing Translator

The Tiny Machine Learning Workflow

Keyword Spotting (KWS) Data Collection

KWS Preprocessing and Training

Deployment Challenges and Opportunities for Embedded ML

Summary

Today’s Agenda
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Today’s Agenda
Deep ML Background

How does (Deep) Machine Learning Work?

Exploring Deep ML through Computer Vision

Hands-on Computer Vision: Thing Translator

The Tiny Machine Learning Workflow

Keyword Spotting (KWS) Data Collection

KWS Preprocessing and Training

Deployment Challenges and Opportunities for Embedded ML

Summary



1. Machine Learning is a 

subfield of Artificial 
Intelligence focused 

on developing 

algorithms that learn 

to solve problems by 
analyzing data for 
patterns

What is 
Machine Learning?
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Artificial  Intelligence

Machine Learning



What is (Deep) 
Machine Learning?
1. Machine Learning is a subfield of 

Artificial Intelligence focused on 

developing algorithms that learn 

to solve problems by analyzing 

data for patterns

2. Deep Learning is a type of 

Machine Learning that leverages 

Neural Networks and Big Data

Artificial  Intelligence

Machine Learning

Deep Learning
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INPUT
ANSWER

Traditional 
Programming RULES

WE PROVIDE

THE 
COMPUTER 

Outputs
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if (speed < 4):
then walking

Let’s try to figure out what she’s doing?

if (speed < 4):
then walking

else:
running

extend the rule

Write a rule

input: speed

data we can gather
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if (speed < 4):
then walking

Let’s try to figure out what she’s doing?

if (speed < 4):
then walking

else:
running

if (speed < 4):
then walking

else if (speed < 12):
then running

else:
biking
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if (speed < 4):
then walking

Let’s try to figure out what she’s doing?

if (speed < 4):
then walking

else:
running

if (speed < 4):
then walking

else if (speed < 12):
then running

else:
biking

?? WHAT IS THIS ??
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Machine
Learning

ANSWERS

WE PROVIDE

INPUTS RULES

Aka the Labels 
of the Data

THE 
COMPUTER 

LEARNS
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Let’s try to figure out what she’s doing?

walking running biking golfing

01010101001000110101
01010100101001001010
10101011010100101001

11110101001001010101
01010010100101010100
11010110010101001111

00001110101110101101
01010111101011010101
11010111111001001011

01111110101110101010
10101110101011010101
11111111100100001110
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Let’s try to figure out what she’s doing?

walking running biking golfing

01010101001000110101
01010100101001001010
10101011010100101001

11110101001001010101
01010010100101010100
11010110010101001111

00001110101110101101
01010111101011010101
11010111111001001011

01111110101110101010
10101110101011010101
11111111100100001110
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What is a neural network?
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What is a neural network?
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X2 Y

aǈiǁcial

X1

X3

What is a neural network?

b
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aǈiǁcial

What is a neural network?

19



What is a neural network?



X2 Y

aǈiǁcial

Y

∑wiXi+b
threshold

0

1

Activation Function

X1

X3

What is a neural network?

b

21



X2 Y

aǈiǁcial

Y

∑wiXi+b
threshold

0

1

Activation Function

X1

X3

What is a neural network?

Y = ∑wiXi +b
So training the model 
is finding the right 
values for wi  and b 

b
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For a set of 
Input Data

Training the 
machine
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For a set of 
Input Data

Training the 
machine

Guess the 
Answer
and count 
mistakes
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For a set of 
Input Data

Training the 
machine

Guess the 
Answer
and count 
mistakes

Improve 
the model 
to be more 

correct
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For a set of Input 
Data



For a set of 
Input Data

Training the 
machine

Guess the 
Answer
and count 
mistakes

Improve 
the model 
to be more 

correct
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Model

RULES

After it’s learned use it for inference:

NEW UNLABELED

INPUTS

NEW

ANSWERS (LABELS)

CAT

DOG
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aǈiǁcial

What is a neural network?
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To learn more about the math 
behind neural network training 

there is a nice series of videos here: 
https://www.youtube.com/playlist?list=PLZHQOb

OWTQDNU6R1_67000Dx_ZCJB-3pi

https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
https://www.youtube.com/playlist?list=PLZHQObOWTQDNU6R1_67000Dx_ZCJB-3pi
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Deep ML Background

How does (Deep) Machine Learning Work?

Exploring Deep ML through Computer Vision

Hands-on Computer Vision: Thing Translator

The Tiny Machine Learning Workflow

Keyword Spotting (KWS) Data Collection

KWS Preprocessing and Training

Deployment Challenges and Opportunities for Embedded ML

Summary

Today’s Agenda



Computer Vision is Hard

? ?
What color are the 

pants and the shirt?
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Computer Vision is Hard
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Computer Vision is Hard

32



Computer Vision is Hard

Is square 
A or B 

darker in 
color?
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Computer Vision is Hard

34
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What Features of the image might be 
important for self driving cars?
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What Features of the image might be 
important for self driving cars?

Maybe 
straight 
lines to 
see the 
lanes 
of the 
road?



Features

Features can be found with Convolutions

-1 0 1

-2 0 2

-1 0 1

Colab Link
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https://colab.research.google.com/github/tinyMLx/colabs/blob/master/2-3-3-ExploringConvolutions.ipynb


What features are needed for Object Detection?
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What features are needed for Object Detection?
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What features are needed for Object Detection?

Vertical Lines, Horizontal Lines, 
Changes in Color, Changes in 
Focus, etc.

Regression, Clustering, etc.
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What features are needed for Object Detection?
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What features are needed for Object Detection?

42



What features are needed for Object Detection?

Let the computer figure out its own features 
and how to combine them! 43
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AlexNet Paper

AlexNet Use convolutions to find features and the 
summarize them into higher level features

Combine the features to classify the 
various objects in the dataset

https://proceedings.neurips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf


What features are needed for Object Detection?

https://www.researchgate

.net/figure/Historical-top5

-error-rate-of-the-annual-

winner-of-the-ImageNet-i

mage-classification_fig7_3

03992986 45

https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986
https://www.researchgate.net/figure/Historical-top5-error-rate-of-the-annual-winner-of-the-ImageNet-image-classification_fig7_303992986


A word of caution...
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Summary
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The Thing Translator

https://thing-translator.appspot.com/

48

Open On Your Phone

https://thing-translator.appspot.com/


The Thing Translator

https://thing-translator.
appspot.com/
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Open On Your Phone

https://thing-translator.appspot.com/
https://thing-translator.appspot.com/
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Deep ML Background

Hands-on Computer Vision: Thing Translator

The Tiny Machine Learning Workflow

Keyword Spotting (KWS) Data Collection
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Deployment Challenges and Opportunities for Embedded ML

Summary
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What is Embedded Machine Learning (TinyML)?

TinyML
Fastest-growing field of ML

Algorithms, hardware, soǅware

Low power consumption

On-device sensor analytics

Always-on ML

Battery-operated
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Embedded
Systems

Embedded
Systems

Machine
Learning
Machine
Learning
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TinyML



Collect 
Data

Preprocess
Data
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The TinyML Workflow



Collect 
Data

Preprocess
Data

Design a
Model

Train a
Model
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The TinyML Workflow
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Optimize

Convert
Model
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The TinyML Workflow
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The TinyML Workflow
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The TinyML Workflow (“What”)
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The TinyML Workflow (“Where”)



Collect 
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The TinyML Workflow (“How”)



Collect 
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The TinyML Workflow (“How”)
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Deep ML Background

Hands-on Computer Vision: Thing Translator

The Tiny Machine Learning Workflow

Keyword Spotting (KWS) Data Collection

A Quick Primer on Data Engineering

Hands-on KWS Data Collection with Edge Impulse

KWS Preprocessing and Training

Deployment Challenges and Opportunities for Embedded ML

Summary
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If we pick a simple task to 
only identifying a few key 
words we can then use a 
small model and train it 
with little data and fit it 
onto an embedded device

Keyword Spotting in 
One Slide



Collect 
Data

Preprocess
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences
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The TinyML Workflow
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Data Engineering for KWS (Part 1)
(How to collect good data)
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Data Engineering for KWS (Part 1)
(How to collect good data)

Who will use your 
ML model?

● What languages will they speak? 
● What accents will they have? 
● Will they use slang or formal diction?
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Data Engineering for KWS (Part 1)
(How to collect good data)

Who will use your 
ML model?

● What languages will they speak? 
● What accents will they have? 
● Will they use slang or formal diction?

Where will your 
ML model be used?

● Will there be background noise?
● How far will users be from the microphone? 
● Will there be echos?
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Data Engineering for KWS (Part 1)
(How to collect good data)

Who will use your 
ML model?

● What languages will they speak? 
● What accents will they have? 
● Will they use slang or formal diction?

Where will your 
ML model be used?

● Will there be background noise?
● How far will users be from the microphone? 
● Will there be echos?

Why will your 
ML model be used? 

Why those Keywords?

● What tone of voice will be used?
● Are your keywords commonly used? (aka will 

you get a lot of false positives)
● What about false negatives?
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Data Engineering for KWS (Part 1)
(How to collect good data)

Who will use your 
ML model?

● What languages will they speak? 
● What accents will they have? 
● Will they use slang or formal diction?

Where will your 
ML model be used?

● Will there be background noise?
● How far will users be from the microphone? 
● Will there be echos?

Why will your 
ML model be used? 

Why those Keywords?

● What tone of voice will be used?
● Are your keywords commonly used? (aka will 

you get a lot of false positives)
● What about false negatives?

There are a lot more things to consider to 
eliminate bias and protect privacy when 

collecting data that we will talk about in 
future sessions!
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Tips and Tricks for Custom KWS

● Pick uncommon words for Keywords

● Record lots of “other words”

● Record in the location you are going to be deploying

● Get your end users to help you build a dataset

● Record with the same hardware you will deploy

● Always test and then improve your dataset and model
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Tips and Tricks for Custom KWS

● Pick uncommon words for Keywords

● Record lots of “other words”

● Record in the location you are going to be deploying

● Get your end users to help you build a dataset

● Record with the same hardware you will deploy

● Always test and then improve your dataset and model

Today we are just working on a demo so to give our 
demo the the best chance of working we will:

1. Stay in one spot
2. Only record ourselves 
3. Use common words (yes, no)
4. Only test ourselves

(we’re cheating)
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Data Engineering for KWS (Part 2)
(how to test with our data)
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Data Engineering for KWS (Part 2)
(how to test with our data)

Original Dataset

Training Set Test Set
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Original Dataset

Training Set Test Set

Training Set Test SetValidation Set

Data Engineering for KWS (Part 2)
(how to test with our data)
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Data Engineering for KWS (Part 2)
(how to test with our data)

Original Dataset

Training Set Test Set

Training Set

Machine Learning 
Algorithm

Training, 
tuning, 

evaluation

Test SetValidation Set

Data Engineering for KWS (Part 2)
(how to test with our data)
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Data Engineering for KWS (Part 2)
(how to test with our data)

Original Dataset

Training Set Test Set

Training Set

Machine Learning 
Algorithm

Final Model

Training, 
tuning, 

evaluation

Test SetValidation Set

Independent 
Final Performance 

Estimate

Data Engineering for KWS (Part 2)
(how to test with our data)
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The TinyML Workflow using Edge Impulse

78

Collect 
Data

Preprocess
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences

Today we’ll also collect all of our 
data using Edge Impulse...

...and deploy to your 
cell phone as well



Create an Edge Impulse Account

1. Create an Edge Impulse account: 
https://studio.edgeimpulse.com/signup

2. Validate your email by clicking the link in 
the email sent to your account’s email 
address

79

https://studio.edgeimpulse.com/signup
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Edge Impulse Project Dashboard

Collect 
Data

Preprocess 
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences
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Activity: Create a Keyword Spotting Dataset

Collect ~30 samples each of the following classes of data:

• Keyword #1 “yes” (label: yes) (length: 2 seconds)

• Keyword #2 “no” (label: no) (length: 2 seconds)

• “Unknown” words that are not the keyword and 
background noise (label: unknown) (length: 2 seconds)

82
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Point your phone 
camera at the QR 
code and open 
the link!
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https://docs.edgeimpulse.com/docs/
using-your-mobile-phone

https://docs.edgeimpulse.com/docs/using-your-mobile-phone
https://docs.edgeimpulse.com/docs/using-your-mobile-phone
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Activity: Create a Keyword Spotting Dataset
Collect ~30 samples each of the following classes of data:

• Keyword #1 “yes” (label: yes) (length: 2 seconds)

• Keyword #2 “no” (label: no) (length: 2 seconds)

• “Unknown” words that are not the keyword and 

background noise (label: unknown) (length: 2 seconds)

93

Also take a quick break! We’ll 
resume in 10 minutes!

https://docs.edgeimpulse.com/docs/using-your-mobile-phone

https://docs.edgeimpulse.com/docs/using-your-mobile-phone
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Edge Impulse Project Dashboard

Collect 
Data

Preprocess 
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences
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Why might we want to preprocess data and not 
send the raw data to the neural network?



Can you tell these two signals apart?

“Yes” (spoken loudly) “No” (spoken loudly)
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Signal Components?
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Signal Components?

?

?

“No” (spoken loudly)

99



Fast Fourier Transform:
extract the frequencies from a signal

100



Frequency Time

FFT

Fast Fourier Transform

101



Building a Spectrogram using FFTs
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Building a Spectrogram using FFTs
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Building a Spectrogram using FFTs
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Building a Spectrogram using FFTs

Essentially if you stack up all the FFTs in a row 
then you get the Spectrogram (time vs. frequency 
with color indicating intensity) 105



Spectrograms help differentiate the data
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Spectrograms help differentiate the data
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Spectrograms help differentiate the data

108



Data Preprocessing: Spectrograms

A spectrogram is also effectively 
an image that we can use as an 
input to a neural network!
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Can we do better than a 
spectrogram? 

Can we take domain knowledge 
into account?

110



111



Mel Filterbanks

112



Spectrograms v. MFCCs
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Spectrograms v. MFCCs

114

Colab Link

https://colab.research.google.com/github/tinyMLx/colabs/blob/master/3-5-10-SpectrogramsMFCCs.ipynb


Additional Feature Engineering

Normalization: 
remove volume 

diƸerences

Denoise: reduce 
background 

noise for clarity

115

WARNING: Whatever preprocessing 
you do on the computer in python for 
training you need to do in C++ on the 
microcontroller!
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Deep ML Background

Hands-on Computer Vision: Thing Translator

The Tiny Machine Learning Workflow

Keyword Spotting (KWS) Data Collection

KWS Preprocessing and Training

Preprocessing (for KWS)

Hands-on Preprocessing and Training with Edge Impulse

Deployment Challenges and Opportunities for Embedded ML

Summary
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119

https://docs.edgeimpulse.com/
docs/custom-blocks

We’ll keep things 
simple today and just 
add an MFCC 
but/and in future 
projects you can: 
● create your 

own blocks 
● use multiple 

blocks

https://docs.edgeimpulse.com/docs/custom-blocks
https://docs.edgeimpulse.com/docs/custom-blocks
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128
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Pre-made neural network 

“blocks” that you can add!

Model Design with  
Edge Impulse



“Expert” mode to write 

your own TensorFlow code

Model Design with  
Edge Impulse



132



For now just stick with the 
defaults but/and you can 

easily design any model you 
want and use any optimizer 
you want using TensorFlow!
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For now just stick with the 
defaults but/and you can 

easily design any model you 
want and use any optimizer 
you want using TensorFlow!

134

WARNING: if you want to deploy to a 
microcontroller make sure you only use 
Ops supported by TensorFlow Lite Micro!
https://github.com/tensorflow/tflite-micro/
blob/main/tensorflow/lite/micro/all_ops_r

esolver.cc#L22

https://github.com/tensorflow/tflite-micro/blob/main/tensorflow/lite/micro/all_ops_resolver.cc#L22
https://github.com/tensorflow/tflite-micro/blob/main/tensorflow/lite/micro/all_ops_resolver.cc#L22
https://github.com/tensorflow/tflite-micro/blob/main/tensorflow/lite/micro/all_ops_resolver.cc#L22


For now just stick with the 
defaults but/and you can 

easily design any model you 
want and use any optimizer 
you want using TensorFlow!
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Training Set Validation Set

136



Final Accuracy
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Final Accuracy

Accuracy Breakdown
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Confusion Matrix

Actual Output = Yes Actual Output = No

Predicted Output = Yes # of True Positive # of False Positive
Type 1 Error

Predicted Output = No # of False Negative
Type 2 Error # of True Negative

139



Final Accuracy

Accuracy Breakdown
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Final Accuracy

Accuracy Breakdown
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Final Accuracy

Accuracy Breakdown
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Edge Impulse Project Dashboard

Collect 
Data

Preprocess 
Data

Design a
Model

Train a
Model

Evaluate
Optimize

Convert
Model

Deploy
Model

Make
Inferences
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Latency

Bandwidth

Power

High power
High bandwidth
High latency

Low power
Low bandwidth
Low latency

145

Even Lower power
Even Lower bandwidth
Even Lower cost



Compute Memory Storage

Microcontrollers have slower 
compute and very little 

memory and storage

146



1MHz–400MHz

2KB–512KB

32KB–2MB

Microprocessor Microcontroller

Platform Laptop Arduino

Compute 1 GHz to 4 GHz 1 MHz to 400 MHz

Memory 512 MB to 64 GB 2 KB to 512 KB

Storage 64 GB to 4 TB 32 KB to 2 MB

1GHz–4GHz

512MB–64GB

64GB–4TB

Compute

Memory

Storage

 Microcontroller  Computer

Orders of Magnitude Difference

~10X

~10,000X

~100,000X
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ML Model Size Growth
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ML Model Size Growth

N
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For embedded ML we need to 
use simpler models AND then 

compress them!
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Reduces the precision of numbers used in 
a model which results in:

● smaller model size
● faster computation

Quantization

150



float32

0

max(|xf|)

min(|xf|)

0

int8

127

-128

Reducing the Precision

4 bytes per 
model 

parameter

1 byte per 
model 

parameter

151

max: 3.40282e+38 
min: 1.17549e-38



Floating-point 
Baseline After Quantization Accuracy 

Drop

MobileNet v1 1.0 224 71.03% 69.57% ▾1.46%

MobileNet v2 1.0 224 70.77% 70.20% ▾0.57%

Resnet v1 50 76.30% 75.95% ▾0.35%

Tradeoff
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Final Accuracy

Accuracy Breakdown
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Final Accuracy

Accuracy Breakdown
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Microcontrollers often require 
custom code and compilation 

toolchains to run optimally

Linux

Most operating systems come with many libraries and applications 
that make it easy and portable to write code once and then compile 

it in an optimized form for most computers (or smartphones)
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Pick your destination / device 
and deploy the same model to 
any of them thanks to 
collaboration with hardware 
vendors and the use of 
TensorFlow Lite Micro!

Edge Impulse 
simplifies deployment
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https://www.edgeimpulse.com/blog/introduc
ing-the-eon-tuner-edge-impulses-new-auto
ml-tool-for-embedded-machine-learning

158

https://www.edgeimpulse.com/blog/introducing-the-eon-tuner-edge-impulses-new-automl-tool-for-embedded-machine-learning
https://www.edgeimpulse.com/blog/introducing-the-eon-tuner-edge-impulses-new-automl-tool-for-embedded-machine-learning
https://www.edgeimpulse.com/blog/introducing-the-eon-tuner-edge-impulses-new-automl-tool-for-embedded-machine-learning
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Camer
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Shows the score for (confidence 
that the current sounds is) each of 
the various keywords and unknown 

and bolds the highest score.

Deploy and 
Test your 
Model



167

Deep ML Background

Hands-on Computer Vision: Thing Translator

The Tiny Machine Learning Workflow

Keyword Spotting (KWS) Data Collection

KWS Preprocessing and Training

Deployment Challenges and Opportunities for Embedded ML

Summary

Today’s Agenda
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What is a neural network?

Y = ∑wiXi +b
So training the model 
is finding the right 
values for wi  and b 

b



Deep Learning
with Neural Networks



Features

Features can be found with Convolutions

-1 0 1

-2 0 2

-1 0 1

Colab Link

https://colab.research.google.com/github/tinyMLx/colabs/blob/master/2-3-3-ExploringConvolutions.ipynb


The TinyML Workflow
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Who will use your 
ML model?

Where will your 
ML model be used?

Why will your ML model be used? 
Why those Keywords?

Training Set Test SetValidation Set
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FFT, Spectrogram, MFCC
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Actual Output = Yes Actual Output = No

Predicted Output 
= Yes # of True Positive # of False Positive

Type 1 Error

Predicted Output 
= No

# of False Negative
Type 2 Error # of True Negative

Confusion 
Matrix
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Reduces the precision of numbers used in 
a model which results in:

● smaller model size
● faster computation

Quantization
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Camera

Microphone

Edge Impulse 
Simplifies 

Deployment
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Better Data = Better Models!



Brian Plancher
Harvard John A. Paulson School of Engineering and Applied Sciences
brianplancher.com

Hands on Embedded ML 
(Vision and Audio)
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