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Internet Of Things



Industry 5.0



TinyML - 
Computer  Vision
● Tensor flow lite micro





Problem - not a new one

● Resource constrained environment
● Decision making
● CNN is the traditional way



Weightless Neural Networks

● A different type of Neural Network
● Low cost
● Without weights :)
● Wisard architecture - bethoween has been proposed as a related work!



Proposal

Apply WNN into Computer 
Vision for Edge AI and 

compare with traditional 
techniques!





Simulation

● 2 setups
○ Google colab - baseline
○ Different boards

■ NVIDIA Jetson Nano 2GB  
■ Google Coral Dev Board 
■ Raspberry Pi 4Gb + Intel Neural Compute Stick 2 
■ Raspberry Pi 4Gb + Google Coral TPU 
■ Raspberry Pi 4Gb



Dataset 1 - Human Activity Recognition



Model Summary



Results - Loss and Accuracy









Conclusions and Future works

● WNN are effective for Edge AI
● The results had close results to traditional CNN
● As future works:

○ test different types of neural network as classifiers for human action recognition; 
○ develop a technique that uses a WNN as input to adapt to network conditions;
○ use a WNN to try to fix distortions in a video in realtime;



LUA and the 
RoboSub 
Competition



LUA’s Software Design



Proposal
● A fast implementation of the beamforming algorithm in the time and frequency 

domains 
● Errors: 

○ (i) the first derives from the noise of the sensors and signals, 
○ (ii) arrangement of the sensors, which is a function of the true azimuth and elevation angles.

● Proposal: A TinyML algorithm [4]
● Able to learn about angles combination 
● Two approaches: 

○ (i) a Convolutional Neural Network and 
○ (ii) a clustering algorithm.



Proposal - Neural Networks



Proposal - Clustering



Experimental Design

● Nvidia Jetson Nano
● Python
● ROS
● 30 repetitions
● 95% confidence interval
● Synthetic and real data 



Experimental Design

SLAM

Path Planning



Experimental Design



Conclusions

● Lua, a low-cost AUV developed by the UFRJ Nautilus team 
● Software components of the AUV 
● New beamforming algorithms 
● Use time and frequency simultaneously



Future works

● Increase the amount of training data and/or different Network architectures. 
● A better synthetic dataset generator 
● Correlation between µ and statistical metrics
● Federated Learning among a group of AUV 





Internet of Bionanomachines











So, we are proposing a 
low-cost interface for 

long-range IoBNT 
communication through indirect 
sending using High-Level Data 

Fusio
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Bayesian Networks





Conclusions and Future Works

● Framework based on indirect sensing that uses high level information fusion 
techniques to build gateways to Internet of Bionano Things. 

● Use indirect sensing measurements and high level information fusion 
techniques to infer about communications status.

As future works we intend to:

1. Explore new DFTs to improve accuracy; 
2. Use Machine Learning techniques to predict the environment behavior 
3. Use the indirect sensing to enhance the biological sensor decisions by 

combining different types of measurements. 















Data Fusion in Tinyml and 
Applications in Biology and 

Federated Learning
Claudio Miceli de Farias -Universidade Federal do Rio de Janeiro

cmicelifarias@cos.ufrj.br


