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Computer Vision is Hard
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mputer Vision is Har
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Slide Credit: Hamilton Chong
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Computer Vision is Hard

Is square
AorB
darker In
color?




Computer Vision is Hard

Areas of the image A and B are the same color

&
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areas of the image
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What Features of the image might be
important for self driving cars”?

SR
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What Features of the image might be
important for self driving cars”?
straight
lines to
see the
lanes

of the

road?
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How might we find these features?
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How might we find these features?
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How might we find these features?
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How might we find these features?
Convolutions
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How might we find these features?
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How might we find these features?

Convolutions
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How might we find these features?

Convolutions
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How might we find these features?
Convolutions

Features
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https://colab.research.google.com/github/tinyMLx/colabs/blob/master/2-3-3-ExploringConvolutions.ipynb
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How might we combine these features to
classify an object?
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The ImageNet Challenge and the birth of CNNs

person

| person
|

motorcycle

\

The ImageNet Challenge
provided 1.2 million
examples of 1,000
labeled items and

challenged algorithms to

learn from the data and
then was tested on

\C]other 100,000 images/
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The ImageNet Challenge and the birth of CNNs

Traditional Machine Learning Flow

Regression, Clustering, etc.

Vertical Lines, Horizontal Lines,
Changes in Color, Changes in
Focus, etc. 25
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The ImageNet Challenge and the birth of CNNs
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In 2010 teams had

75-50% error

In 2011 teams had

75-25% error
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The ImageNet Challenge and the birth of CNNs

a N

In 2012 still no team

had less than 25%
error barrier except
AlexNet at 15%

o /
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The ImageNet Challenge and the birth of CNNs

Faahive Traditional
Input Extractor Features Output
Algorlthm

Traditional Machine Learning Flow

[ H NS H J

Deep Learning Flow

Let the computer figure out its own features

and how to combine them! o
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AlexNet Use convolutions to find features and the
summarize them into higher level features

Combine the features to classify the
various objects in the dataset


https://proceedings.neurips.cc/paper/2012/file/c399862d3b9d6b76c8436e924a68c45b-Paper.pdf

Copyright (c) 2022 TinyMLedu.

COIab L|nk All rights reserved.
CC BY-NC-SA 4.0

How might we find these features?
Convolutions

Features
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https://colab.research.google.com/github/tinyMLx/colabs/blob/master/2-3-3-ExploringConvolutions.ipynb
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How might we find these features?
Convolutions

31



Copyright (c) 2022 TinyMLedu.
All rights reserved.
CC BY-NC-SA 4.0

How might we find these features?
Convolutions

32



Copyright (c) 2022 TinyMLedu.
All rights reserved.
CC BY-NC-SA 4.0

How might we find these features?
Convolutions

33



Copyright (c) 2022 TinyMLedu.
All rights reserved.
CC BY-NC-SA 4.0

How might we find these features?
Convolutions

First Layer Filters
Learned by AlexNet
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AlexNet Use convolutions to find features and the
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The ImageNet Challenge and the birth of CNNs
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mage-classification fig7 3
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A word of caution...

Ackerman “Hacking the Brain With Adversarial Images”

“panda” There is “gibbon"
57.7% confidence the world semantically 99.3% confidence
just mathematically
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A word of caution...

Ackerman “Hacking the Brain With Adversarial Images”

“panda” There is “gibbon"
57.7% confidence the world semantically 99.3% confidence
just mathematically
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So how do we bring this to the extreme edge?

Well I’ll let Marcelo
tell you! :)
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