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LSTM
Long Short-Term Model

LSTM model is a type of recurrent neural network (RNN) that is well-suited for 
sequence prediction problems by effectively capturing long-term dependencies 
in data sequences.



Deep Learning models (or artificial neural networks)

Fully Connected Neural Networks (FCNNs): Networks where 
each neuron in one layer is connected to every neuron in the 
following layer, useful for complex pattern recognition across 
diverse datasets.

Convolutional Neural Networks 
(CNNs): Specialized for grid-like 
data such as images, using 
convolutional layers to detect 
and learn spatial hierarchies of 
features.



Deep Learning models (or artificial neural networks)

Recurrent Neural Networks (RNNs): Designed for sequential data like time 
series or text, these networks use their internal state (memory) to process 
sequences of inputs.



Deep Learning models (or artificial neural networks)

Long Short-Term Memory (LSTM): A type of RNN that can learn over long 
sequences without losing information, effectively managing long-term 
dependencies.



Temperature Prediction 
using an LSTM model

The trained LSTM model will 
be converted with TFLite-
Micro and Edge Impulse 
Python SDK and deployed on 
an XIAO ESP32S3.

https://www.hackster.io/mjrobot/temperature-prediction-using-a-tinyml-lstm-model-264029
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Edge Impulse Python SDK

converted_model.tflite EI Python SDK lstm_float32_model.zip

TFLite Micro

https://docs.edgeimpulse.com/docs/tools/edge-impulse-python-sdk
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